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Administrative Stuff

• Pre-requisites: calculus, linear algebra

• Attendance: must attend 80% of classes

• On-site versus online: on-site students can do one online session 
[licensing]

• Homework: posted by Fri @ 11:59pm; due the next Fri @ 11:59pm

• Grading: must have 80% of homework graded as pass

• External Course Website: http://cross-entropy.net/ML310

http://cross-entropy.net/ML310


Course Outline



External Course Website



External Course Website



Facts101?



Probability Modeling Tool Kit (PMTK)

• https://www.mathworks.com/store/ [click “Student”?]

• https://github.com/probml/pmtk3 [click “Download Zip”]

See Fig 1.7(a)

https://www.mathworks.com/store/
https://github.com/probml/pmtk3


Public Service Announcement

We interrupt our regularly scheduled broadcast for this important …

https://xkcd.com/833/

Always label your axes!

https://xkcd.com/833/


Agenda

• Machine learning: what and why?

• Supervised learning

• Unsupervised learning

• Some basic concepts in machine learning



Machine Learning Definition

The process of using data to create a model, mapping one or more 
inputs to one or more outputs.

Supervised Learning Example:

Q: What’s better than one way to write the probability estimate?

A: Four ways to write it!    

≡ ≡ ≡



Types of Machine Learning

• Supervised Learning
• Regression

• Classification

• Unsupervised Learning
• Clustering

• Matrix Completion (e.g. Collaborative Filtering and Market Basket Analysis)

• Reinforcement Learning
• Games



Example Classification Task

Supervised Learning



Example Representation

Supervised Learning



Document Classification

Supervised Learning

4 out of 20 newsgroups: comp, rec, sci, talk



Flower Classification

Supervised Learning

Setosa Versicolor Virginica



Iris: Data Visualization

Supervised Learning



Handwriting Recognition

Supervised Learning



Face Detection

Supervised Learning



Linear versus Polynomial Regression

Supervised Learning



Discovering Clusters

Unsupervised Learning

“supervised learning is conditional density estimation, 
whereas unsupervised learning is unconditional density estimation”



Discovering Latent Factors

Unsupervised Learning



Principal Components for Faces

Unsupervised Learning



Discovering Graph Structure

Unsupervised Learning



Image Inpainting

Unsupervised Learning



Collaborative Filtering

Unsupervised Learning



Non-Parametric versus Parametric Model

Is the number of parameters fixed?

• “Yes” implies the model is parametric
• linear regression

• logistic regression

• “No” implies the model is non-parametric
• k-nearest neighbor

• decision tree

Basic Concepts



Non-Parametric: Nearest Neighbor

Basic Concepts



k Nearest Neighbor: k = 10

Basic Concepts



Curse of Dimensionality

Basic Concepts



Parametric: Linear Regression

Basic Concepts



Parametric: Polynomial Regression

Basic Concepts



Parametric: Logistic Regression

Basic Concepts



Overfitting

Basic Concepts



Model Selection

Basic Concepts



No Free Lunch Theorem

• “All models are wrong, but some are useful” – George Box

• Much of machine learning is concerned with devising different 
models, and different algorithms to fit them

• There is no single best model that works optimally for all kinds of 
problems



ML v Statistics [Tibshirani]



https://twitter.com/ML_Hipster

Ask lots of questions!  Keep your sense of humor!

https://twitter.com/ML_Hipster

